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Performance Comparison of Room Price Forecasting Models
for Small Hotel Business Using Data Mining Techniques
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Abstract

The objectives of this research are to develop, evaluate, and compare the
performance of room price forecasting models for a small hotel using data mining
techniques to support efficient room pricing decisions. This study analyzed secondary
data from a Property Management System, totaling 1,480 records, to evaluate the
performance of Linear Regression and XGBoost Regressor models. The evaluation
focused on key performance indicators: the Coefficient of Determination R?, indicating
the proportion of variance explained by the model, and the Mean Absolute Error (MAE),
representing the average magnitude of prediction error in Baht. The results showed that
the Linear Regression model achieved an R? of 0.7608 and an MAE of 1,162.27 Baht,
whereas the XGBoost Regressor yielded 0.7256 and 1,112.79 Baht, respectively. Although

Linear Regression exhibited a higher R? indicating a better capability to explain data



variance, the XGBoost Regressor provided a lower Mean Absolute Error (MAE). In the
context of pricing, minimizing the monetary margin of error is considered a more critical
criterion. Consequently, this study concludes that the XGBoost Regressor is more

suitable for effectively supporting dynamic pricing strategies.

Keywords: Forecasting Model; Data Mining; Linear Regression; XGBoost Regressor
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Tnsamzludmindeduaniniswdalugs n15usnsdnn1ssels (Revenue Management) 34
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TUaMAYTIA TR Y EY (Lieberman, 2005) 17?@5 Kimes (2011) way Han et al. (2010)
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1. M39an13518lalugsnalsausu (Revenue Management)
mMsimsdansneldgatiunsifiunanilslaeiauondniasitas miuanzauuigni

(Lieberman, 2005) @3 Kimes (2011) Wag Han et al. (2010) szyindndudoserfeoimalulad
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%agaLﬁaﬁwwumsWﬂwuuuwaih UWaetaL,2024;P@ewa8<CemuENa,2022)51M§Uﬂ15
Wensalsmty nMsanaeeBaduduisiugiuiulanadie (Maulud & Abdulazeez, 2020) us
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aqﬂﬂmaﬁ]qﬂWIUﬂqiﬁ]@]ﬂ’]imauamﬂiﬂaqu ‘U"?IE)‘L!Q& Iuﬂ/lNﬂaUﬂu XGBoost Regressor FaUu

Y

a a

waliAnsiSeuiuuungy (Ensemble Learning) Afluszavsnmgdlunsianisdeyadudeunas
andynin19iSeusiiu (Overfitting) K1un1sUTUUMITTmesdAy loun §nsin1siseus
(Learning Rate), Auanggavasiuld (Max Depth) uar 31uiusuld (n_estimators) o
AuwiuglunsIusUwuuANLdLiusvestoya (Ma et al., 2024)

2. MsfmuaTIAuUUNaIafiensinmiissdayauaznisizeuiva et

nsmmuasImLuunaingislsunaliaenadesiunain tng 91378909 Ma et al.
(2024) wausnsysannsileseyasiniuaynsuian vaedl Alotaibi (2020) ua Pereira uag
Cerqueira (2022) ﬁué’ud'}wmﬁﬂmﬁaﬁa;&aLLazrmL‘%Wifﬁﬂ@ﬂm%ﬂﬁmmﬂiz%w%ﬂwwiurm
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Ungtrakul (2018) Uag 35913 8naunia (2558) LHuiinsnensalniiuse@nsamaesdnilana
Hadengniauardnuvazdeyaniuigs elvaonadesfuuiunBeiiug swifeiiadoninm
LUUTIABINGINTAIIIAMBINNANNNTBULINTFIU CRISP-DM (Chapman et al., 2000) A28
Python $asiulausis Scikit-learn muvelausves Castro et al. (2023) Lay Pedregosa et al.

(2011)
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Business ¥ i Data
[ Understanding ] */[ Understanding ]

CRISPDM

Deployment

MW 1 Jupeunsimileadeyanuiinsgiu CRISP-DM

7: §338a197ulnee198937n Chapman et al. (2000)

1. M391Aud11agsia (Business Understanding)
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M13197 1 518a8LB8AAMENYLYRITOLANITIDWIDIN

a1au Jomuanums A1IAAAIY
1 Reservation Y9I119N1T04
2 Name Fouvndiidin
3 Date Sufidiain
4 Night SuauAuTignnsin
5 Room NUULAVA D
6 Adult wanidiniduglvgy
7 Children wndn S uein
8 Infants S umnsn
9 Extra_Person wnEAn s
10 Price SIANRINN

117: IINMIAUINVBIFIAY (2568)
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il fAdelddnnsesdeyadiuyanasen uwaziivuali s1a9eein (Price) 1umiuys
Waneluguuuy s1a9usieni1saes ieliaenadesiuinguszasanisnginsal yarsiesu
4n37053n35% (Transaction Value) il uuszlavilnensinan1sa19ununszuaiuanniy

NANAITUINNTIANTSI8LA (Revenue Management) @rusiulsdassUsenauniy Tuiidnnn,

o w

Y9INN15A04, Uselaniiad, IUIUAY warduIudidinsin (Total Guests) Fadutladedday
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NazyoUNalNYeINITAIUUASIALUUNATA

3. n3wn3eudaya (Data Preparation)

%

AIdadun1smieudeya A8 Python lagisuannisinauageindeyauay
Usansteyaiungnsnvnsiveasnaiiuys Is_Holiday mIuafiun1sindmnssunmanyugany

i
v Va v

1981 Usenaunlgiiuys Is Weekend ooy waguluduan vail fideudastoyaenguee
Label Encoding Inemszntinfisdadnintun15AnuteuSuavo U uINanudddy 39919nn1s
aAuTeraludnwuzAINLana1aTenitengudadeununisiinuadulseanslagnse 9ntu

LU syndoyadie3s Random Split (80:20) ileldoyalugmilnasy (Training Set) a7y
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MaNMANBLALNIEINFIATEUARUNGANTTIN1TIRslUYNTINgMIA FamsnzauniInITuU
muddunalaensedienayilinateyauistisnadfglunsteus
4. n5a319uUUIIaes (Modeling)

NMSWAIUIMUUTIaDIALTUNIIAIEA Python Tnalalausis Scikit-learn wag
XGBoost LlerU3eulitsuuszavsnmussiuudians 2 sUuuu leun

4.1 wWUUINABINTNNBYLTNEU (Linear Regression)

nsannesdaduidumaiemsadafigninldiduuvuiiassdnsds iednw
mnduussEsTulsdasfuavesinludnuaridadu Tael#38idsansifoniign Tuns
Usganadmngiived dumngaudmiunsesuseudiuiiavenaldogisdaou (Maulud
& Abdulazeez, 2020)

4.2 wuUINa99 XGBoost Regressor

ya o

Ieiienly XGBoost (Extreme Gradient Boosting) Wednnstiupnuduiusi
Fudaunayliidudaduvesnauuunain lngendendnnis Ensemble Learning wuu Gradient
Boosting fifin1siiunal Regularization 1uﬁaﬁ%’ui’mqﬂssmﬁﬁaam{]zy'm Overfitting WAz
mwmmjuﬂﬂumiwmmzﬂsﬁaﬁﬂaﬁﬁmmsTumuqq (Dankorpho, 2024) umyeaues9Bdmsu
mﬁmmﬁagaﬁﬁmm%%u

5. n1suseiliuna (Evaluation)
MendanszuiunIsaiuatinasuwuuinass fivelaaiunisnaaeudsednsniniy
yatoyanaaey Sriudesay 20 ieinruanunsalumsweinsalsiasesinldun

5.1 @iﬂﬂ'a']uﬂa'lmﬂ?iaué'uuusnjm?ia (Mean Absolute Error: MAE)

T ¥amnurainedeuaiossuintenas (;) uazameinsal (§;) lagth
wasinsnsmilagliAniaieamng Galgaiudeuansualumheiferiuteyasta () viili
AAIUVLIAANUAANAIALTILAAATALIY AUIUAIEUNTS Fanmgdmiunuitedisenis
Ussilumuudugwessiniduiitulnenss faunisie MAE = % " |y — ] (Maulud

& Abdulazeez, 2020)
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5.2 Arduuseansnisindula (Coefficient of Determination: R )
IgUsziliudszaninmuesuuaedunisesutganuiuulsvedeya lage R

LLANIANFIUAMUEUBUTVDITIAMBINN (FUSAU) Naunsaasuielamesnusdasylu

(%
a

WUUTI@ARIUY 9 ANHEiiT19581119 0 D9 1 Teegvnandlng 1 Lansinuuudiansdnanuuliugn
R2—1 _E?:l(}’:‘ - 91)?
= o & - En (}r _37)2
g4 lnedlaunisaail i=1\ V1 (Maulud & Abdulazeez, 2020)

6. nsulUl49u (Deployment)

nadnsreINUITeAsuUUTIaRameInTals AeinTinmsiugge Feamnsaysan
madhAuszuvatiuayumsdedulaiiouimsneldvugutoua rwannszmnneinasiy
singrudAyvenagnssiauunainiefindnonmaisudedy (Maulud & Abdulazeez,
2020; Ungtrakul, 2018)
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4. Han13398
AAdevethiauenansIdouwiteanidu 2 daumuingUszainiside dail
v o L1 4% [ o [ a 3 174
1. HAN3E1UUUTIRINEINTAITIARR NS UgIRa LS sHvUIaanae Ty
a o IS v
wallan1svinvliesdoya
INANTASNUVUIIaDIEWALA Linear Regression ey XGBoost Regressor NaN13
AduuaUlacail
1.1 NAN15IATIZIABUUUIIARINTSONNDYLTALEY (Linear Regression)

a

FWelaaasgnadulszd@nsnisannsy (Regression Coefficients) Lilafnuy

e

ANNAUNUSTENINFIMUTBATEAUTIATINABNISIBY (Price) NANITAATIBRUTINGAINITIN 2
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A15199 2 ANFUUSLENTN150A008UD 99 ILUT lULUUINABINITONDDYLT LAY

Auus Aduszans fn1g nsuUana

Night (3112UAW) 1,755.22 UIn (+) 5787 (Price) LUSHUMTINNTZELLIAN
N

Month (\iew) 195.85 uan (+) azvioudvisnavesggniaviondien

Room (Usginwviaa) 138.78 uan (+) 5AU1A1 (Price) WANASAUAUNGY
Usginniieain

Weekday (Jusssuan)  |98.89 uan (+) iwmﬁugmi’uﬁﬁiumqaﬂiwszm%’m
Tusludu

Total Guests ({insax)  |-30.3 au () 51A1534 (Price) Huwiliuanas

wdntoaeiniiuay

Is_Weekend (gndunm) |-601.44 au () n"59eandUaviiLwIldus1ANi
N

Reservation (N15989)  |-658.11 au () FaaMNINNIIBTUANANI LT
laseases1AImneriu

Is_Holiday (Jungn) -671.98 au () N598 s iungntindngnudl
wunltiusAiienngd

17: IINNTAUINVBIRIFY (2568)

INATNA 2 MITAANUNANITIATIENYNAITUAERTRTAveIfIULU TN

I3 ! P v a g o 2 .
MUALUY SIANFIUFABDNITIBDY LW@ﬁgmaclJUiUV]GU@QIiQLLﬁNﬂifUﬁﬂT‘J'] WU MUIUAU (nght)

[SIN
Lo
Do

v avsduuIngefign 1,755.22 SeaenndesiulnseainenasuniusssuvAresnisaed
vioain Feldidu Muusauay leusnuavesszogiamitinesnantladedu

Tudiuves fuusiiiou (Month) hay Uszanias (RoomType) @xiousnsna
VBIYANIALALAIUAIITIAININEIGU d1mTU Tunga (Is_Holiday) war Jungagaduain

(Is_Weekend) wueduuszansiluau Faasviou vsunanizveansiifing Nuwlagldamnsoagy
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Huwalifrh e uiuanddiiiiufisdnenmuesssfouisidofianmsoiluussgndldiitefum
sUnuuTainzadlufanisduld lnsuvudasinisannesbaduiimdulssansnmsdaaule
R2 Wiy 0.7608 wagAmnuAmLAdBudysalady (MAE) WU 1,162.27 U

1.2 NAN15ILATIZIABUUUIIaD9 XGBoost Regressor

a

g15uni1sasiauuuTiananlginaila XGBoost Regressor #aLTuiFN

Auansalun1sdanisivdeyandanududeunasliilugadu (Non-Linear) nan1sdnannu

ANUEATYYeIAaNYME (Feature Importance) tiladnnisteyanilamiududau Usingimisns

i3

A1519% 3 SrnuaNdRyuestadelunuudiass XGBoost Regressor

AuANwE (feature) AZKUUAIUERTY (importance score) | @naiuAuaIADY (%)
Night (31121AY) 0.4364 43.64%
Reservation (¥84%114N15994) 0.1742 17.42%
Month (Feufidin) 0.1315 13.15%
Is_Weekend (Tuvgagadunnm) 0.0643 6.43%
Room (UszLnnsionn) 0.064 6.00%
Weekday (Tuludunin) 0.0512 5.12%
Total Guests (§L91inTIw) 0.0508 5.08%
Is_Holiday (Fungaiindmgng) 0.0275 2.75%

117: AINMIAUINUVBIFITY (2568)

NMITNA 3 WU Night (43.64%) WulladedrAtyasan sedamfie Reservation uaz

Y v

Month agviouinlaseasnesiaisinduegiussezainisdiineazganiaidunan v

XGBoost 1A R2 Winfiu 0.7256 way MAE infiu 1,112.79 U wansnauszansainlunnsg

v Y

NenTivaaNiANuT UG

Y
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2. wan1si3puiisulsEansnmuiuuInaaInIsneInsaldmsumsatiuayunis
AMUASIAABIRNAIMS USRS TUYUIALEN

A39elavN15UTe U uUsEANTAINTENINMUUTIA0IN1T0N 00T LY Linear
Regression wag XGBoost Regressor lagiia1504191nA1ALARIALAGOUENY SRR (MAE) waz

AduUsEavsNsnaule A2 nan1sTeuisulsngaanisem 4

a = = a a i °
A1519N 4 NSUTYIUNYUUTLENTAINTEIINNLUUING D

F1uN5UTEHIU Linear Regression XGBoost nsasunlag

Mean Absolute Error |1,162.27 1,112.79 XGBoost

TANUARNALARBDUAINTN (LUENIT)

R-Squared Score (R?) |0.7608 0.7256 Linear Regression

asursAMuEuLUslAuINNIENTRY

17: IINMTAUIUVBILITY (2568)

31NM15199 4 WUIUUTIA8 XGBoost Regressor dA1AuAaInAFouduyTailadey

(MAE) Wiy 1,112.79 U sndwuusiass Linear Regression fi5iAn MAE winiu 1,162.27

U 8¢ 49.48 UM wiAnduUszansnsdnaula A2 ¥e3 XGBoost AN

o/

5. @3UNan15ivY

[
av a

°o < 1% a = = o L
NuTedUsTauAMNdSlUN1as1e Uselu LaglUSouiiguluuinaasngInsalsian

a a

vesindmsugsialssusuruindn lnsordedeyanfsglianszuuuinisdnnistssusudiuau
1,480 519115 HANITANYINULN I1UIUAU (Night) Lﬁuﬁ%%’aﬁmumﬂaﬁﬁw%’wé’ﬂ AU 199
& Aaa a i Y ~ a a a i
VINTI0UBTIADU NIBVENARDAIUALLUTTE91AT TngannsUTauisuUszansainnuin
WUUT1809 XGBoost Regressor dA21utvu1zanlun 1519149590191 Linear Regression

WesanliAiauaaiaadon (MAE) fnd1 Faaeyiou AuLdug1Beyan (Monetary
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Accuracy) Tun1sanau@ea1nn1sANUATIAIRANaNn Lagnaisaufavinluwaundu

A A ) v a 0 I !
Lﬂﬁ@ﬂll@au‘UaHUﬂqi@]@ﬁu&L‘ﬂaqﬁsuaﬂizﬂ@Uﬂ'ﬁﬁ]@lﬂ

6.2AUs8NA

a v 9

INMIANYIY FIdevedmanITeneiuselaeduunauingussaidveansivy

¥
o w v A

oty 2 Ussihudfny fedl

1. funsafrsiuudnasamensalsavissinaemaliansiimvilesdaya

HANIANYINUIMUUTIARINTOANBELTILEIY (Linear Regression) a@1u13085U18AMM
fundsvessaviesinléfesay 76.08 R? Geaeandesiu Maulud way Abdulazeez (2020) 7
sryimadadsnaniiusganinmluniseuisuunldudadu egrslsfnu e Wisuiisuiy
WUUD1809 XGBoOost Regressor U1 XGBoost 19iA1 MAE G?’m'j’]agj‘ﬁl 1,112.79 UM NaAINA
agviouin luvaiinisannssidadugaiiunsusudunliuliaenadesiunmsmvesdoya
denaloiilen A2 gandn wuudians XGBoost ansalFeusAmAIRLSAdUTeULazAN LR UHIY
vosmlsazieanit Jddvimnuuiugndeiiiuiiginiy mnuuansisvessadns fanandeidy
Tod1 Ry BT (Practical Significance) @siimuddaysienisdndulansgsiaunnniinis

IS 1

N15UANFUUTEANOIN19@DANY9DE19LAY7 (Pereira & Cerqueira, 2022) M3l danAdosnU

Srianomai et al. (2024) 47]'33” 1nalla Ensemble Learning fanuuanyaulun1sinnisiuag
AUNALVDITIATITN

2. aumsUsziliunaziussuiisulszans A mLuuInanIsneINSalaInIuUNIg
atuayunIsIvuasIMResndmsugsialssusuvuiaian

N15% XGBoost Regressor TiA1AIuAaIALAEeu (MAE) #1037 Linear Regression
Uszanal 50 Umeen15989 uifazdien A2 And axvieudls AnuusiuguTayan (Monetary
Accuracy) YsTimsafidanudAgivilenivdadfdsunusssuluuiungsiae Tngdusiine
Ju dedrdaiitivanmnudsuassnulenaneneldléfninnisendedywiny o (Ma et al,,

2024) ogndlsfinny §ITevetuarinuvuiaesiiasviou Usuunsassianlueia lailagudui

Ju siefimunzaufiandnisnain Wesinviadinusasiouguadd wu dnsinisiaing
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ATIADUANLMINTAN Uazdayaildunainlsausuiigawiaiednsounquszesial 1 U naans
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7. VoLAUDLUY

a v Ya v Y

NNMsAnuIe Ideiverausuusivenisihlulduselorivasiuimdmiunsidely

o &
aUAR Al

1. daieuauuzdmsunisinluly

Auszneunisaiunsaldsafine nsalainuuudiaes XGBoost Regressor 1w 61484
Waswudwiudsvidiuyad1snesuainnisaes lneaistdamudiugaeiidaveguimswasdoya
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